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Abstract-Now a days, Apache project is working in a new system for social networks and healthcare system that is 

Apache Spark. It is a fast & expressive cluster computing engine system. It is very compatible with Apache Hadoop. 

Its version 1.2 just get released in December 2014, it requires very less code work than Hadoop and Map reduce. It 

works in memory system; it rises to become the most active open source project in Big Data. Apache spark can work 

on multiple platforms. API supports multiple languages like Java, Python, Scala. It is great for small to medium gigs 

of data. Spark can be only stack you need i.e. No need to run multiple cluster (Hadoop Cluster, Strom Cluster). 
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1. INTRODUCTION 

Eric 14 invented a case study of Apache Spark. Apache Spark is the most widest & important thing happening in 

Big Data now a days. Spark and Hadoop are great together for the data science. As, everybody aware about the 

study of Apache hadoop & Big Data. Over from past few years, it is widely used in Data Science. In this section 

researchers will discuss the concept that how you can use the big data applications in real time system, researchers 

can  use it in social network areas and in health care system. Main frame data become more familiar with Apache 

Spark. IBM recently working with Apache Spark.  

IBM+SPARK = BLAZING FAST ANALYTICS 

 

When Apache Hadoop had first created it was two important innovations, one was scale and storage system the 

google file system, where reseachers can store the any kind of data that is expensive and very reliable. L. Huang et 

al [13] has applied some computation to balance production as well as performance. 

In this paper, let’s evaluate the Future of Big Data Application & Apache Spark Vs. Map Reduce. The main 

objective of this paper is to make comparison between Apache Spark & Map Reduce. This paper is organized as 

follows: First, let’s introduce the map reduce and hadoop and spark. Second section discussed about literature 

reviews of map reduce and researchers will make its comparison between map reduce and spark. Third section will 

cover some proposed work with that how big data will work for so many applications of Spark.  

2. LITERATURE REVIEW AND COMPARISON TABLE 
 

Apache spark is widely used in organizations to process large datasets. So many large-scale production companies 

like IBM is working on Spark. It runs everywhere like on Mesos, standalone, on loud and hadoop. It is very easy to 

use; authors can write its applications easily in Python, Java, Scala.  

 
Fig. 2.1 Build Customized Home Pages With Latest Data (thousands/second) 
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It runs programs 100 times faster Map reduce in memory. It is basically used in data sciences. It increases its focus 

in ETL, because science needs data in the right format and place for better job scheduling. Spark has a good speed as 

it allows compelling interactivity. It is an open source code so it can run well in many languages platforms like 

cloud and Hadoop.  

Spark is used in applications now a day like in 3
rd

 party applications. It has few classes of applications and these are 

discussed below: 

 Custom Solutions: Basically used in internal applications. 

 Data Science Tooling: Its collaboration and Reporting. In it research will collaborate all  

 The data in fastest rate and report it in output layer. 

 Vertical specific Applications: In marketing, retailing, financial, healthcare and gaming. Here authors are 

discussing about the case study of Yahoo! Homepage. 

 

 

     

 APACHE SPAK 

Fig. 2.2 Spark Structure 

Table-2.1 Comparison Between Mapreduce And Spark 

S. No. Difference Map Reduce Apache Spark 

1 Storage Distributed Storage + Distributed Compute Distributed compute only 

2 Framework Map Reduce Framework Generalized Computation 

3 Data Data on disk Data in Memory 

4 Platform Not ideal for iterative work Great  at iterative work 

5 Speed Req. Batch process 100 times faster for data in memory 

6 Coding Ubantu, Mat lab Java, Python, Scala 

 

3. ACTIVITY DIAGRAM 

The main advantage of using spark is that it supports broad open data source community. Which develops 

interactive API eases development. Spark has a good speed and runs well at many environments like cloud, hadoop. 

It needs a very less code set about 7X times less code or you can say 350K code lines comparing to 55K. It is shown 

below by some activity diagram:  

APACHE SPARK 

SPARK SQL SPARK 

STREAMING 

MLIB GRAPHX 
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Fig. 3.1 Spark Code / Activity

4. BIG DATA APPLICATION WITH SPARK  
 

Big data application model is explained below: 

IMO @Apache Spark is the most exciting thing occurring in big data today. Better uses of tired storage RAM, SSD 

and Disk. In fig.4 we have explained Big Data Application Model which has three layer structures that is Interactive, 

streaming, batch layer. The process and layer working is shown in the figure.  

 

  Interactive    

             

  

 

 Streaming 

            Layer 

 

 

 Batch  

            Layer 

 

Fig. 4.1 Big Data Application Model 

CONCLUSION AND FUTUREWORK  

The application performs the operation on big data with spark like counting average speed, and code requirement 

etc. in most constructive time and producing an output with minimum consumption of resources. The data 

Web & App Server Serving Store 

Message Bus Steaming Engine 

Batch storage 

Batch Computing Framework 
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investigation and handing out is used in a social networking application. Thus providing the mandatory in sequence 

to the application users with slightest effort. Authors can perform this application by using data processing algorithm 

and can also implement this for healthcare system 
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